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1
SUBSTITUTE TERM IDENTIFICATION
BASED ON OVER-REPRESENTED TERMS
IDENTIFICATION

BACKGROUND

This specification generally relates to search engines, and
one particular implementation relates to identifying substi-
tute query terms based on search results.

SUMMARY

According to one innovative aspect of the subject matter
described in this specification, search results generated using
user-provided query terms are ecvaluated to determine
whether the user-provided query terms can be revised to
generate other search results that may be more relevant to the
user’s information need. For example, an over-represented
term from the initial search results may be identified as a
candidate substitute term to one of the user-provided query
terms. If the over-represented term is weakly associated with
the query term, e.g., through substitution rules, the over-
representation of the term may suggest that a substitution
should be made despite the weak association.

According to another innovative aspect of the subject mat-
ter described in this specification, a method includes receiv-
ing an original query that includes one or more query terms.
The method also includes obtaining initial search results in
response to the original query, identifying an over-repre-
sented term in text associated with a subset of the initial
search results, determining that the over-represented term is
associated with a particular query term; and in response to
determining the over-represented term is associated with the
particular query term, revising the original query to include
the over-represented term.

Other implementations of this aspect include correspond-
ing systems, apparatus, and computer programs, configured
to perform the actions of the methods, encoded on computer
storage devices.

These and other implementations can each optionally
include one or more of the following features. For instance,
the method includes obtaining subsequent search results in
response to the revised query, and providing a subset of the
subsequent search results; the method includes the initial
search results are obtained from an initial corpus of indexed
resources and the subsequent search results are obtained from
a different corpus of indexed resources; the method includes
types of the different corpus of indexed resources including
one or more of text, image, video, advertisement, and map;
the method includes identifying the over-represented term in
text from one or more of titles, snippets, and resources asso-
ciated with a subset of the initial search results; the method
includes the over-represented term is associated with the par-
ticular query term by one or more of a weak substitution rule
and a low confidence score; the method includes the over-
represented term is input of the weak substitution rule; the
method includes determining that the over-represented term
is associated with a particular query term, and in response to
determining the over-represented term is associated with the
particular query term, modifying a confidence score of the
over-represented term associated with the particular query
term; the method includes revising the original query to
include the over-represented term by adding the over-repre-
sented term and one or more logical operators to the original
query; the method includes revising the original query to
include the over-represented term by replacing the query term
with the over-represented term; the method includes deter-
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2

mining that the term’s overall rate of occurrence among the
initial search results is higher than the term’s rate of occur-
rence in a corpus as a whole; the method includes determining
that the term’s overall rate of occurrence in a document ref-
erenced by the initial search results is higher than the term’s
rate of occurrence in a corpus as a whole; the method includes
determining that the term’s frequency-inverse document fre-
quency (tf-idf) weight is above a threshold.

Advantageous implementations may include one or more
of the following features. The search system may provide a
user with more relevant search results, especially when the
search terms involve specialized fields which the user may not
be familiar with (e.g., medical conditions). A weak associa-
tion between a query term and a corresponding candidate
substitute term may be identified and applied under a specific
context, where the identification is empirically supported by
the search results. The search system can store the identified
context-specific substitution rules for future application of
substitute term identification. The search system developers
can better estimate the utility of particular substitutions out of
a large set of possible substitutions.

The details of one or more implementations are set forth in
the accompanying drawings and the description below. Other
potential features and advantages will become apparent from
the description, the drawings, and the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1is ablock diagram of an example system that can use
substitute terms to generate search results.

FIG. 2 is a block diagram of an example system that iden-
tifies substitute terms based on the existence of over-repre-
sented terms in search results.

FIG. 3 is a flow chart illustrating an example process for
obtaining revised search results based on identification of
over-represented terms as substitute terms to the original
query terms.

FIG. 4 shows an example table of how to determine
whether to include a term in a revised query.

Like reference numbers and designations in the various
drawings indicate like elements.

DETAILED DESCRIPTION

FIG. 1 is a diagram of an example system 100 that can use
substitute terms to generate search results. In general, the
system 100 includes a client device 110 coupled to a search
system 130 over a network 120. The search system 130
includes a search engine 150, a query reviser engine 170, and
a substitution engine 180. The search system 130 receives a
query 105, referred to by this specification as the “original
query” or an “initial query,” from the client device 110 over
the network 120. The search system 130 provides a search
results page 155, which presents search results 145 identified
as being responsive to the query 105, to the client device 110
over the network 120. Here, a substitute term is a term which
can be an alternative term to an original query term in an
original query, which in some implementations can be added
in disjunction with the corresponding original query term in a
revised query. In some other implementations, a substitute
term can replace the corresponding original query term in a
revised query.

In some implementations, the search results 145 identified
by the search system 130 can include one or more search
results that are identified as being responsive to queries that
are different than the original query 105. The search system
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130 can generate or obtain other queries in numerous ways
(e.g., by revising the original query 105).

In some implementations, the search system 130 can gen-
erate a revised query by adding to the original query 105
additional terms that are substitute terms of one or more terms
that occur in the original query 105. The search system 130
may also add logical operators (e.g. “OR”) between a substi-
tute term and the corresponding original query term. In other
implementations, the search system 130 can generate a
revised query by modifying terms that are substitute terms of
terms that occur in the original query 105, in place of the
terms in the original query 105. The substitution engine 180
can determine the additional terms that are candidate substi-
tute terms for the one or more terms that occur in the original
query. The query reviser engine 170 can generate the revised
query. The search engine 150 can use the original query 105
and the revised queries to identify and rank search results. The
search engine 150 can provide the identified search results
145 to the client device 110 on the search results page 155.

The substitution engine 180 can identify the substitute
terms the query reviser engine 170 can use to generate revised
queries by evaluating terms included in previously received
queries stored in a query logs database 190. For example,
given a first term (“cat”), the substitution engine 180 can
evaluate terms (“feline” or “banana”) that are candidate sub-
stitute terms for the original term. In addition, the substitution
engine 180 can determine that certain terms are substitute
terms of the first term (as in the case of “feline”), and that
other terms are not substitute terms of the first term (as in the
case of “banana”). The substitution engine 180 can base this
determination on rules stored in a substitution rules database
185. For example, a substitution rule can define that “feline”
is a substitute term for cat and “banana” is not a substitute
term for cat.

The search system 130 can define substitution rules to
apply generally, or to apply only when particular conditions,
or “query contexts,” are satisfied. For example, the query
context of a substitution rule can specify one or more other
terms that should be present in the query for the substitution
rule to apply. Furthermore, query contexts can specity rela-
tive locations for the other terms (e.g., to the right or left of'a
query term under evaluation). In another example, query con-
texts can specify a general location (e.g., anywhere in the
query). For example, a particular substitution rule can specify
that the term “pet” is a substitute term for the query term
“dog,” but only when the query term “dog” is followed by the
term “food” in the query. Multiple distinct substitution rules
can generate the same substitute term for a given query term.
For example, for the query term “dog” in the query “dog
food,” the term “pet” can be specified as a substitute term for
“dog” by both a substitution rule for “dog” in the general
context and a substitution rule for “dog” when followed by
“food”

The substitution rules can depend on query contexts that
define other terms in the original query 105. In other words, a
substitution rule need not apply in all situations. For example,
when the term “cats” is used as a single-term query, the term
“felines” can be considered a substitute term for “cats”. The
substitution engine 180 can return the term “felines” to the
query reviser engine 170 to generate a revised search query. In
another example, when the query includes the term “cats”
followed by the term “musical,” a substitution rule can
specify that the term “felines” is not a substitute term for
“cats.” In some implementations, the substitution rules can be
stored in the substitution rules database 185 for use by the
substitution engine 180, the query reviser engine 170, or the
search engine 150. In some implementations, the term in a
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substitution rule may not be a single word only. For example,
a substitution rule may specify the term “felines” as a substi-
tution term for the compounded terms “shorthair cat.”

The queries stored in the query logs database 190 can
include previous queries where a user considered the results
of'the queries desirable. For example, the user can select the
provided search results from a query, in effect, validating the
search results.

In the illustrative example of FIG. 1 the search system 130
can be implemented as computer programs running on one or
more computers in one or more locations that are coupled to
each other through a network (e.g., network 120). The search
system 130 includes a search system front end 140 (e.g., a
“gateway server”) that coordinates requests between other
parts of the search system 130 and the client device 110. The
search system 130 also includes one or more “engines”: the
search engine 150, a query reviser engine 170, and the sub-
stitution engine 180.

As used in this specification, an “engine” (or “software
engine”) refers to a software implemented input/output sys-
tem that provides an output that is different from the input. An
engine can be an encoded block of functionality, such as a
library, a platform, a Software Development Kit (“SDK”), or
an object. The network 120 can include, for example, a wire-
less cellular network, a wireless local area network (WLAN)
or Wi-Fi network, a Third Generation (3G) or Fourth Genera-
tion (4G) mobile telecommunications network, a wired Eth-
ernet network, a private network such as an intranet, a public
network such as the Internet, or any appropriate combination
thereof.

The search system front-end 140, the search engine 150,
the query reviser engine 170, and the substitution engine 180
can be implemented on any appropriate type of computing
device (e.g., servers, mobile phones, tablet computers, note-
book computers, music players, e-book readers, laptop or
desktop computers, PDAs, smart phones, or other stationary
or portable devices) that includes one or more processors and
computer readable media. Among other components, the cli-
ent device 110 includes one or more processors 112, com-
puter readable media 113 that store software applications 114
(e.g., a browser or layout engine), an input module 116 (e.g.,
a keyboard or mouse), a communication interface 117, and a
display device 118. The computing device or devices that
implement the search system front-end 140, the query reviser
engine 170, and the search engine 150 may include similar or
different components.

In general, the search system front-end 140 receives the
original query 105 from the client device 110. The search
system front-end 140 routes the original query 105 to the
appropriate engines included in the search system 130 so that
the search system 130 can generate the search results page
155. In some implementations, routing occurs by referencing
static routing tables. In other implementations, routing occurs
based on the current network load of an engine, in order to
accomplish load balancing. In addition, the search system
front-end 140 can provide the resulting search results page
155 to the client device 110. In doing so, the search system
front-end 140 acts as a gateway, or interface, between the
client device 110 and the search engine 150.

Two or more of a search system front-end, a query reviser
engine and a search engine (e.g., the search system front-end
140, the query reviser engine 170, and the search engine 150,
respectively) may be implemented on the same computing
device, or on different computing devices. Because the search
system 130 generates the search results page 155 based on the
collective activity of the search system front-end 140, the
query reviser engine 170, and the search engine 150, the user
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of'the client device 110 may refer to these engines collectively
as a “search engine.” This specification, however, refers to the
search engine 150, and not the collection of engines, as the
“search engine,” since the search engine 150 identifies the
search results 145 in response to the user-submitted query
105.

In some implementations, the search system 130 can
include many computing devices for implementing the func-
tionality of the search system 130. The search system 130 can
process the received queries and generate the search results
by executing software on the computing devices in order to
perform the functions of the search system 130.

Referring to FIG. 1, during state (A), a user of the client
device 110 enters original query terms 115 for the original
query 105, and the client device 110 communicates the origi-
nal query 105 to the search system 130 over the network 120.
For example, the user can submit the original query 105 by
initiating a search dialogue on the client device 110, speaking
or typing the original query terms 115 of the original query
105, and then pressing a search initiation button or control on
the client device 110. The client device 110 formulates the
original query 105 (e.g., by specifying search parameters).
The client device 110 transmits the original query 105 over
the network 120 to the search system 130.

Although this specification refers to the query 105 as an
“original” or an “initial” query, such reference is merely
intended to distinguish this query from other queries, such as
the revised queries that are described below. The designation
of the original query 105 as “original” is not intended to
require the original query 105 to be the first query that is
entered by the user, or to be a query that is manually entered.
For example, the original query 105 can be the second or
subsequent query entered by the user. In another example, the
original query 105 can be automatically derived (e.g., by the
query reviser engine 170). In another example, the original
query 105 can be modified based on prior queries entered by
the user, location information, and the like.

During state (B), the search system front-end 140 receives
the original query 105 and communicates the original query
105 to the query reviser engine 170. The query reviser engine
170 can generate one or more revised queries 135 based on
the substance of the original query 105. In some implemen-
tations, the query reviser engine 170 generates arevised query
by incorporating both the substitute terms 125 and the corre-
sponding original query terms 115 with a logical operation
(e.g. “OR”) in the original query 105. In some other imple-
mentations, the query reviser engine 170 generates a revised
query by adding terms to the original query 105 using substi-
tute terms 125 for terms in the original query 105. In some
other implementations, the query reviser engine 170 gener-
ates a revised query by replacing one or more of the original
query terms 115 with the substitute terms 125 in the original
query 105. The query reviser engine 170 can obtain substitute
terms 125 for use in revising the original query 105 from the
substitution engine 180.

During state (C), the query reviser engine 170 communi-
cates original query terms 115 of the original query 105 to the
substitution engine 180. The substitution engine 180 can use
substitution rules included in the substitution rules database
185 to determine one or more substitute terms 125 for one or
more of the original query terms 115 of the original query
105.

The substitution engine 180 communicates substitute
terms 125 to the query reviser engine 170 during state (D).
The query reviser engine 170 can generate one or more
revised queries 135 by adding substitute terms 125 to the
original query 105. The query reviser engine 170 can also add
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logical operators (e.g. “OR”) between substitute terms 125
and the corresponding original query terms. In addition, the
query reviser engine 170 can generate one or more revised
queries 135 by substituting certain terms of the original query
105.

In some implementations, the query reviser engine 170 can
mark each of the substitute terms 125 with a confidence score
in the one or more revised queries 135. The confidence score
associated with a substitute term may be stored at the substi-
tution rule database 185 or another database not shown here in
the search system 130. In some implementations, the substi-
tution engine 180 may determine the confidence score for a
substitute term from previous user interactions with the sub-
stitute term in the context of the original query 105. In some
other implementations, the substitution engine 180 may
determine the confidence score of a substitute term from the
search results generated by the original query 105. Alterna-
tively, the administrator of the search system 130 may manu-
ally assign the confidence score to a substitute term.

The query reviser engine 170 communicates the one or
more revised queries 135 to the search system front-end 140
during state (E). The search system front-end 140 communi-
cates the original query 105 along with the one or more
revised queries 135 to the search engine 150 as all queries 137
during state (F). The search engine 150 generates search
results 145 that it identifies as being responsive to the original
query 105 and/or the one or more revised queries 135. The
search engine 150 can identify search results 145 for each
query using an index database 160 that stores indexed
resources (e.g., web pages, images, or news articles on the
Internet). In some implementations, the search results 145
may include other types of features that are associated with
the user’s query 105. For example, the search engine 150 may
identify and include a map or an advertisement in the search
results 145. The search engine 150 can combine and rank the
identified search results 145 and communicate the search
results 145 to the search system front-end 140 during state
(G). In some implementations, the confidence scores associ-
ated with the substitute terms 125 in the one or more revised
queries 135 may affect the ranking of the identified search
results 145. For example, if the confidence score for a substi-
tute term is below a threshold, a search result identified by the
substitute term may be ranked lower than another search
result identified by an original query term.

The search system front-end 140 generates a search results
page 155 that identifies the search results 145. For example,
each of the search results 145 can include, but are not limited
to, titles, text snippets, images, links, reviews, or other infor-
mation. The original query terms 115 or the substitute terms
125 that appear in the search results 145 can be formatted in
aparticular way (e.g., in bold print and/or italicized print). For
example, the search system front-end 140 transmits a docu-
ment that includes markup language (e.g., HyperText Markup
Language or eXtensible Markup Language) for the search
results page 155 to the client device 110 over the network 120
at state (H). The client device 110 reads the document (e.g.,
using a web browser) in order to display the search results
page 155 on display device 118. The client device 110 can
display the original query terms 115 of the original query 105
in a query box (or “search box™), located, for example, on the
top of the search results page 155. In addition, the client
device 110 can display the search results 145 in a search
results box, for example, located on the left-hand side of the
search results page 155.

The search system front-end 140 generates a search results
page 155 that identifies the search results 145. For example,
each of the search results 145 can include, but are not limited
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to, titles, text snippets, images, links, reviews, maps, adver-
tisements, or other information. The original query terms 115
or the substitute terms 125 that appear in the search results
145 can be formatted in a particular way (e.g., in bold print
and/or italicized print). For example, the search system front-
end 140 transmits a document that includes markup language
(e.g., HyperText Markup Language or eXtensible Markup
Language) for the search results page 155 to the client device
110 over the network 120 at state (H). The client device 110
reads the document (e.g., using a web browser) in order to
display the search results page 155 on display device 118. The
client device 110 can display the original query terms 115 of
the original query 105 in a query box (or “search box”),
located, for example, on the top of the search results page 155.
In addition, the client device 110 can display the search
results 145 in a search results box, for example, located on the
left-hand side of the search results page 155.

FIG. 2 is a block diagram of an example system 200 that
identifies substitute terms based on the existence of over-
represented terms in search results. Briefly, when a user
makes a request to obtain search results using particular query
terms, the system 200 generates an initial set of search results,
and identifies over-represented terms from the initial set of
search results. The system 200 then determines whether one
or more of the identified over-represented terms are substitute
terms of one or more of the original query terms. If one or
more over-represented terms are determined as substitute
terms of the original query terms, the system 200 revises the
original query to include the identified over-represented
terms, and generates a subsequent set of search results based
on revised query.

In general, the system 200 includes a client device 201, a
network 202, a search system front-end 204, a query reviser
engine 205, a substitution engine 206, a search engine 208,
and a collection 210 of substitution rules. The search system
front-end 204 coordinates the requests and responses among
the client device 201, the query reviser engine 205, the sub-
stitution engine 206, and the search engine 208. For example,
when a user operating the client device 201 issues an original
query, the original query can be routed to the search system
front end 204 through the network 202. The search system
front-end 204 can then forward the original query to another
engine in the search system.

The query reviser engine 205 receives an original query
from another engine in the search system as an input, and
based on the substance of the original query, the query reviser
engine 205 can generate a revised query by adding, substitut-
ing, or removing query terms in the original query. For
example, the query reviser engine 205 can generate a revised
query to include substitute terms of the original query terms.
In some implementations, the query reviser engine 205 may
add logical operators (e.g. “OR”) between a substitute term
and an original query term in the revised query. In some
implementations, the query reviser engine 205 may generate
a revised query based on indications from the substitution
engine 206.

The substitution engine 206 applies one or more substitu-
tion rules from a collection 210 of substitution rules to an
input query term, and provides the query reviser engine 205
with a substitute term to the input query term. The collection
210 of substitution rules is, for example, a list or other data
structure that specifies which substitute terms or substitution
rules that a query reviser may use to revise search queries. The
data structure may be constructed in any type of formal (e.g.,
text, binary, etc.), as long as the collection 210 can modify the
data structure within the collection 210.
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A substitution rule in the collection 210 is a rule which has
been selected for use by a query reviser engine 205 in revising
search queries. The selection can be determined by an evalu-
ation or test under certain criteria. In some implementations,
the substitution engine 206 can perform the evaluation. In
some implementations, the substitution rule can either be in
the general context, in which the substitution rule applies
regardless of other terms in the query, or the substitution rule
can be context-specific, in which the substitution rule only
applies when other particular words are in the query. For
example, a substitution rule “(Y—Z7)” indicates that the query
reviser engine 205 may revise search queries that include the
query term “Z” to include the substitute term “Y.”

In some implementations, the substitution engine 206 may
evaluate a query term and a corresponding substitute term
candidate in a substitution rule and associate the substitution
rule as either a strong or a weak substitution rule. In some
implementations, the strong/weak association with a substi-
tution rule may be encoded as another data structure different
from the data structure of a substitution rule. For example, the
substitution engine 206 can perform a confidence score evalu-
ation by comparing the returned search results between a
particular query term and a substitute term candidate. The
substitution engine 206 may associate a substitution rule as a
strong substitution rule if the confidence score is above a
threshold, or associate the substitution rule as a weak substi-
tution rule if the confidence score is below the threshold.

The confidence score can be based on a combination of
criteria, where each criterion can have a different weight. In
some implementations, the substitution engine 206 may
determine the confidence score for a substitute term from
previous user interactions with the substitute term in the
context of the original query. In some other implementations,
the substitution engine 206 may determine the confidence
score of a substitute term from the search results generated by
the original query. Alternatively, the administrator of the sub-
stitution engine 206 may manually assign the confidence
score to a substitute term.

In some implementation, one criterion of the confidence
score evaluation may be context-specific. For example, the
substitution engine 206 may identify the term “arthritis” as a
substitute term to the query term “foot,” where this may be a
strong substitution rule in the context of a medical condition,
but may be a weak substitution rule in the general context.

In some implementations, a criterion may be geography-
specific. For example, the substitution engine 206 may iden-
tify the name of a popular chef in Seattle as a substitute term
to the query term “restaurant.” This substitution rule may be
a strong substitution rule for users in Seattle or for queries
related to both “restaurant” and “Seattle,” but may be a weak
substitution rule everywhere else.

In some implementations, one criterion may be time-spe-
cific. For example, the substitution engine 206 may identify
the term “constitutional” as a substitute term to the query term
“healthcare” during a period of time when there is extensive
news coverage on the particular topic of whether universal
healthcare is a violation of a person’s constitutional right.
Initially this substitution rule may be a strong substitution
rule, but as time progresses and the news coverage decreases
in volume, the substitution engine 206 may determine this
substitution rule as a weak substitution rule.

In some implementations, the substitution engine 206 may
apply a strong substitution rule to identify a substitute term
because the substitution engine 206 has previously deter-
mined that the strong substitution rule may in general
improve search quality. In some implementations, the substi-
tution engine 206 may not in general apply a weak substitu-
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tion rule to identify a substitute term because the substitution
engine 206 has previously determined that the weak substi-
tution rule may not necessarily improve search quality despite
that the terms in the weak substitution rule are related in some
aspect. However, in some implementations, if the substitution
engine 206 has identified a substitute term candidate as an
over-represented term in the search results, the substitution
engine 206 may apply the weak substitution rule to identify
the over-represented term as a substitute term because the
over-represented term has empirically demonstrated some
enhanced significance in the search results. In some other
implementations, if the substitution engine 206 has identified
a substitute term candidate as an over-represented term in the
search results, the substitution engine 206 may increase the
confidence score of the weak substitution rule because the
over-represented term has empirically demonstrated some
enhanced significance in the search results.

In some implementations, the substitution engine 206 may
determine that a term is over-represented if the term’s overall
rate of occurrence among the search results is higher, or
significantly higher, than the term’s rate of occurrence in the
corpus as a whole. In some other implementations, the sub-
stitution engine 206 may determine a term as over-repre-
sented if the search results include more than one document
where the term’s occurrence rate is significantly higher than
the rate the term occurs in the corpus as a whole. In some other
implementations, the substitution engine 206 may determine
a term as over-represented if the term’s frequency-inverse
document frequency (tf-idf) weight is above a threshold.

In general, there may be directionality between an original
term and a substitute term in a substitution rule. For example,
a substitution rule “Feline—Cat” indicates that “Feline” may
be a substitute term for “Cat,” but “Cat” may not be a substi-
tute term for “Feline.”” However, in some implementations,
because the over-represented term may be a rare term, the
substitution engine 206 may identify the over-represented
term as a substitute term for an original query term if the
over-represented term exists on either side of a substitution
rule. For example, if the substitution engine 206 determines
the term “Feline” as an over-represented term, the substitu-
tion engine 206 may identify “Feline” as a substitute term for
“Cat” if either the substitution rule “Feline—Cat” or the
substitution rule “Cat—Feline” exists in the collection 210 of
substitution rules.

The search engine 208 can generate search results based on
the collective activity of the search system front-end 204, the
query reviser engine 205, and the substitution engine 206.
The search engine 208 can generate search results from one or
more corpuses of resources. A corpus of resources (e.g., a
search corpus) is a collection of resources that typically con-
tains many (e.g., thousands or millions) resources or refer-
ences to resources. In some implementations, resources can
be added to a corpus over time. The resources can be in the
form of word documents, images, videos, webpages, maps,
advertisements, etc. Each search result may include informa-
tion including a title, a website address, a snippet of the
resource, and a resource referred by the search result. In some
implementations, the substitution engine 206 may evaluate a
set of search results generated by the search engine 208 to
identify over-represented terms.

FIG. 2 also illustrates an example flow of data, shown in
states (A) to (K). States (A) to (K) may occur in the illustrated
sequence, or they may occur in a sequence that is different
than in the illustrated sequence. In some implementations, the
search system may perform computations related to one or
more of the states (A) to (K) offline, where a user is not
connected to the search system. During state (A), a user
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operating a client device 201 makes an original query 211
“Foot Pain” to the search system. Here, the user may have
experienced pain in the foot, but does not know the appropri-
ate medical terms associated with the symptoms. The original
query 211 is transmitted to the network 202, where the net-
work 202 then routes the original query 211 to the search
system front-end 204.

During state (B), the search system front-end 204 receives
the original query 211, and forwards the original query 211 to
the query reviser engine 205 and the search engine 208. In
some implementations, the query reviser engine 205 may
store the original query 211 until the substitution engine 206
sends an indication to revise the original query 211. In some
implementations, the query reviser engine 205 may forward
the original query 211 to the substitution engine 206 for
substitute term identification.

During state (C), the search engine 208 generates an initial
set 212 of search results based on the original query 211. In
some implementations, each search result in the initial set 212
may include information including a title, a website address,
a snippet of the resource, and the resource referred by the
search result. In some implementations, the search engine
may determine a search score for each of the search results,
where the search score is associated with the resource refer-
enced by the corresponding search result. The search scores
may or may not be dependent on the query received at the
search engine. In some implementations, the initial set 212 of
search results are then ranked according to their relative
search scores.

The search engine 208 then forwards the ranked initial set
212 of search results to the substitution engine 206. In some
implementations, the search engine 208 may forward the
entirety of initial set 212 of search results to the substitution
engine 206. In some other implementations, the search engine
208 may forward to the substitution engine 206 a pointer to a
remote location where the initial set 212 of search results can
be retrieved. In some implementations, the search engine 208
may forward the original query 211 to the substitution engine
206 along with the initial set 212 of search results.

During state (D), the substitution engine 206 evaluates the
initial set 212 of'search results and identifies over-represented
terms in the initial set 212 of search results. In some imple-
mentations, the substitution engine 206 may evaluate the
initial set 212 of search results in real time. In some other
implementations, the substitution engine 206 may have per-
formed the evaluation of the initial set 212 of search results
offline, based on one or more previous searches with similar
or identical queries. In some implementations, the substitu-
tion engine 206 may evaluate a subset of the initial set 212 to
identify the over-represented terms. In some implementa-
tions, the substitution engine 206 may identify the over-rep-
resented terms in the resources referred by the search results.
In some other implementations, the substitution engine 206
may identify the over-represented terms in the snippets of the
search results. In some other implementation, the substitution
engine 206 may identify the over-represented terms in the
titles of the search results.

In this present example, the substitution engine 206 iden-
tifies over-represented terms by parsing through the texts of
the resources referred by the initial set 212 of search results,
including search results 241, 242, 243, and 244, and search-
ing for particular texts where the instances of appearances of
the texts exceed a predefined threshold. Here, the substitution
engine 206 has identified two over-represented terms, “arthri-
tis” 261 in the search result 242 and “memory” 262 in the
search result 243. Both search results 242 and 243 contain the
original query terms “foot” and “pain,” but the two search
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results 242 and 243 refer to resources describing different
subjects. The search result 242 is related to an overview of the
medical condition arthritis, whereas the search result 243 is
related to a user’s blog on her memory with her cat.

During state (E), the substitution engine 206 identifies
substitute terms to the original query terms. In some imple-
mentations, the identification may include two parts, where
the sequence of the identification may occur in any order.
First, the substitution engine 206 may determine substitute
terms to the original query terms by applying the strong
substitution rules stored in the collection 210 of substitution
rules. Second, the substitution engine 206 may evaluate the
identified over-represented terms 261 and 262 and determine
whether they are substitute terms to one or more query terms
of the original query 211. In some implementations, the sub-
stitution engine 206 determines whether over-represented
terms 261 and 262 are substitute terms to the original query
terms by applying both the strong and weak substitution rules
stored in the collection 210 of substitution rules. In the
present example, the substitution engine 206 determines
whether the over-represented terms 261 and 262 are substi-
tutions of one or more of the original query terms by deter-
mining (i) is “Arthritis” a substitute term of “Foot”? (ii) is
“Arthritis” a substitute term of “Pain”? (iii) is “Memory” a
substitute term of “Foot™?, and (iv) is “Memory” a substitute
term of “Pain”?

During state (F), the substitution engine 206 identifies the
substitution rules associated with each of the original query
terms in the collection 210 of substitution rules. In some
implementations, the identification may include two parts,
where the sequence of the identification may occur in any
order. First, the substitution engine 206 may identify the
strong substitution rules associated with each of the original
query terms. In this present example, a strong substitution
rule 232 is identified in the collection 210 of substitution rules
indicating that the term “Suffer” is a substitute term to one of
the original query terms “Pain.” Second, the substitution
engine 206 may identify both the strong and the weak substi-
tution rules which associate the over-represented terms with
one or more of the original query terms. In this present
example, a weak substitution rule 231 is identified in the
collection 210 of substitution rules indicating that the over-
represented term 261 “Arthritis” is a substitute term to one of
the original query terms “Foot” Here, another weak substitu-
tion rule 233 associating the term “Table” as a substitute term
to one of the original query term “Foot” is stored in the
collection 210 of substitution rules, but the substitution
engine 206 does not select the substitution rule 233 because
the term “Table” is not identified as an over-represented term
in the initial set 212 of search results. The substitution engine
206 also determines that “Arthritis” is not a substitute term of
“Pain,” “Memory” is not a substitution of “Foot,” and
“Memory” is not a substitute term of “Pain” because there are
no corresponding substitution rules for these original term/
over-represented term pairs stored in the collection 210 of
substitution rules.

During state (C), the substitution engine 206 sends the two
identified substitution rules “Arthritis—Foot” 231 and
“Suffer—Pain” 232 in a message 214 to the query reviser
engine 205. In some implementations, the substitution engine
206 may send the original query 211 along with the substitu-
tion rules 231 and 232 in the message 214 to the query reviser
engine 205. In some implementations, the substitution engine
206 may not specify whether an identified substitution rule is
weak or strong in the message 214. In some other implemen-
tations, the substitution engine 206 may specify whether an
identified substitution rule is weak or strong in the message
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214, and the query reviser engine 205 can then revise the
original query accordingly. For example, the query reviser
engine 205 may substitute an original query term with a
corresponding substitute term if the substitution rule is
strong, but may add a substitute term to the original query
while keeping the corresponding original query term in the
original query if the substitution rule is weak.

During state (H), the query reviser engine 205 generates a
revised query 215 using substitute terms identified by the
substitution engine 206, and forwards the revised query 215
to the search engine 208. In this present example, the query
reviser engine 205 sends the revised query 215 [“Foot OR
Arthritis”, “Pain OR Suffer”] to the search engine 208, which
includes both the strong and weak substitute terms associated
with the original query 211 “Foot Pain.”

During state (J), the search engine 208 generates a revised
set 216 of search results from the revised query 215, and
forwards the ranked revised set 216 of search results to the
search system front-end 204. In some implementations, the
revised set 216 of search results may come from the same
corpus of indexed resources as the initial set 212 of search
results. In some other implementations, the revised set 216 of
search results may come from a different corpus of indexed
resources as the initial set 212 of search results. For example,
a different corpus of indexed resources may be a corpus of an
older or later version, or may be a corpus of a different
resource type (e.g. maps instead of documents). Here, the
initial set 212 of search results may come from a general-
context corpus of index resources, whereas the revised set 216
of search results may come from a medical-context corpus of
index resources. In some implementations, the search engine
208 may forward the entirety of ranked revised set 216 of
search results to the search system front-end 204. In some
other implementations, the search engine 208 may forward to
the search system front-end 204 a pointer to a remote location
where the revised set 216 of search results can be retrieved.

During state (K), the search system front-end 204 forwards
aranked final set 218 of search results to the client device 201.
In some implementations, the ranked final set 218 of search
results may be a subset of the revised set 216 of search results.
The search system front-end 204 may determine the number
of search results to be included in the final set 218 based on the
type of the client device 201. For example, if the client device
201 is a smart phone or a device with limited amounts of
memory or processing power or limited displaying area, the
search system front-end 204 may forward the top n search
results in the revised set 216 to the client device 201, where n
is a predetermined number.

In this present example, the client device 201 receives the
final set 218 of search results from the search system front-
end 204, which includes ranked search results 251, 252, 242,
and 241. The final set 218 of search results may be distin-
guishable from the initial set 212 of search results in several
aspects. First, the final set 218 of search results may include
search results which are not in the initial set 212. For example,
the initial set 212 of search results do not include the search
results 251 and 252. Second, the final set 218 of search results
may not include some of the search results which are in the
initial set 212. For example, the final set 218 of search results
do not include the search results 243 and 244, as included in
theinitial set 212 of search results. Third, the relative rankings
of the search results which are included in both the initial set
212 and final set 218 of search results may be different. For
example, in the initial set 212 of search results, the search
result 241 is ranked higher than the search result 242. How-
ever, in the final set 218 of search results, the search result 241
is ranked lower than the search result 242. The revised query
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215 may change the relative ranking of the search results, as
determined by the search engine 208.

FIG. 3 is a flow chart illustrating an example process 300
for obtaining revised search results based on identification of
over-represented terms as substitute terms to the original
query terms. In general, the process 300 analyzes an initial set
of search results, and obtains a subsequent set of search
results based on substitute terms identified by over-repre-
sented terms from the initial set. The process 300 will be
described as being performed by a computer system compris-
ing one or more computers, for example, the substitution
engine 206 as shown in FIG. 2.

The system receives an original query that includes at least
one query term (302). In general, a user operating a client
device may make the original query to the system, and the
user may not know the exact query terms to obtain the most
relevant results. The system then obtains an initial set of
search results (304). In some implementations, each search
result in the initial set may include information including a
title, a website address, a snippet of the resource, and the
resource referred by the search result. In some implementa-
tions, the system determines a search score for each of the
search results, where the search score is associated with the
resource referenced by the corresponding search result. The
search scores may or may not be dependent on the query
received at the system. In some implementations, the system
ranks the initial set of search results according to their relative
search scores.

The system then identifies an over-represented term in text
associated with a subset of the initial search results (306). In
some implementations, the system may determine a term as
over-represented if the term’s overall rate of occurrence
among the search results is significantly higher than the rate
the term occurs in the corpus as a whole. In some other
implementations, the system may determine a term as over-
represented if the search results include more than one docu-
ment where the term’s occurrence rate is significantly higher
than the rate the term occurs in the corpus as a whole. In some
other implementations, the system may determine a term as
over-represented if the term’s frequency-inverse document
frequency (tf-idf) weight, which is a well-recognized method
for scoring the importance of a term, is above a threshold.

Upon identifying the over-represented term, the system
determines whether the over-represented term is associated
with one or more of the original query terms (308). In some
implementations, the system may associate the over-repre-
sented term with an original query term by applying substi-
tution rules stored at the system and determining whether an
over-represented term is a substitute term to the original
query term.

In some implementations, the system may also associate
the substitution rule either as a strong or a weak substitution
rule. For example, the system may perform a confidence score
evaluation by comparing the returned search results between
a particular query term and a substitute term candidate. The
system may associate a substitution rule as a strong substitu-
tion rule if the confidence score is above a threshold, or
associate the substitution rule as a weak substitution rule if the
confidence score is below the threshold. The confidence score
can be based on a combination of criteria, where each crite-
rion can have a different weight. In some implementations, a
criterion may be geography-specific. In some implementa-
tions, a criterion may be time-specific. In some implementa-
tions, a criterion may be context-specific. In some implemen-
tations, the system may determine the confidence score for a
substitute term from previous user interactions with the sub-
stitute term in the context of the original query. In some other
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implementations, the system may determine the confidence
score of a substitute term from the search results generated by
the original query. Alternatively, the administrator of the sys-
tem may manually assign the confidence score to a substitute
term. In some implementations, the strong/weak association
with a substitution rule may be encoded as another data struc-
ture different from the data structure of a substitution rule.

In some implementations, the system may apply a strong
substitution rule to generate a substitute term for an original
query term, but the system may not apply a weak substitution
rule to generate a substitute term for the original query term.
In some in the system may apply a weak substitution rule to
generate a substitute term for the original query term if the
system identifies the corresponding substitute term candidate
is an over-represented term. In general, a substitution rule
may have directionality. However, in some implementations,
because the over-represented term may be a rare term, the
system may identify the over-represented term as a substitute
term for an original query term if the over-represented term
exists on either side of a substitution rule.

In the case where the system has determined the over-
represented term is associated with at least one of the original
query terms, e.g., through a strong or weak substitution rule,
the system revises the original query to include the over-
represented term (310). In some implementations, the system
can generate a revised query by adding the over-represented
term to the original query. In some other implementations, the
system can generate a revised query by replacing the original
query term with the over-represented term. In some imple-
mentations, the system may add logical operators (e.g. “OR”)
between a substitute term and an original query term in the
revised query.

The system continues to identify over-represented terms
until the system has identified all the over-represented terms
and their associations with the original query terms in the
subset of the initial set of search results (312). The system
then uses the revised query to obtain a subsequent set of
search results (314). In some implementations, the subse-
quent set of search results may come from the same corpus of
indexed resources as the initial set of search results. In some
other implementations, the subsequent set of search results
may come from a different corpus of indexed resources as the
initial set of search results. For example, a different corpus of
indexed resources may be a corpus of an older or later version,
or may be a corpus of a different resource type. The subse-
quent set of search results may be distinguishable from the
initial set of search results in several aspects. First, the sub-
sequent set of search results may include search results which
are not in the initial set. Second, the subsequent set of search
results may not include some of the search results which are
in the initial set. Third, the relative rankings of the search
results which are included in both the initial set and subse-
quent set of search results may be different. The revised query
may change the relative ranking of the search results, as
determined by the system.

FIG. 4 shows an example table 400 of how to determine
whether to include an identified term in a revised query. The
identification of a term and the revision of the query described
in the table 400 can be performed by a computer system
comprising one or more computers, for example, the substi-
tution engine 206 as shown in FIG. 2. In some implementa-
tions, the system may identify a term in the search results.

In some implementations, an over-represented term may
be a term where the instances of appearances of the term in a
search result are more than a predefined threshold. The
threshold may be defined manually by an administrator of the
system, or automatically by the system upon receiving the
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original query and obtaining the search results. In some
implementations, the system may determine a term as over-
represented if the term’s overall rate of occurrence among the
search results is significantly higher than the rate the term
occurs in the corpus as a whole. In some other implementa-
tions, the system may determine a term as over-represented if
the search results include more than one document where the
term’s occurrence rate is significantly higher than the rate the
term occurs in the corpus as a whole. In some other imple-
mentations, the system may determine a term as over-repre-
sented if the term’s frequency-inverse document frequency
(tf-idf) weight, which is a well-recognized method for scoring
the importance of a term, is above a threshold.

In some implementations, the system can generate a
revised query by adding the over-represented term to the
original query. In some other implementations, the system
can generate a revised query by replacing the original query
term with the over-represented term. In some implementa-
tions, the system may add logical operators (e.g. “OR”)
between a substitute term and an original query term in the
revised query.

In the case where the identified term is a stop word, the
system may not revise the original query to include identified
term (411). In some implementations, stop words can be a list
of' words defined manually by the system administrator. Stop
words can be the most common and short functional words in
the dictionary. Examples of stop words include “a”, “the”,
“on”, etc.

In the case where the identified term is not an over-repre-
sented term, the system determines whether there is a strong
or weak substitution rule associated with the identified term.
In the case where the identified term is not associated either
with a strong or a weak substitution rule, the system may not
revise the original query to include the identified term (412).
In the case where the identified term is associated with a
strong substitution rule, the system may revise the original
query to include the identified term because the system has
previously determined that the identified term in general may
improve the search quality as suggested by the strong substi-
tution rule (413). In the case where the identified term is
associated with a weak substitution rule, the system may not
revise the original query to include the identified term
because the system has previously determined that the iden-
tified term in general may not improve the search quality as
suggested by the weak substitution rule association (414).

In the case where the identified term is an over-represented
term, the system determines whether there is a strong or weak
substitution rule associated with the identified term. If the
identified over-represented term is not associated either with
a strong or a weak substitution rule; the system may not revise
the original query to include the over-represented term (415).
Inthe case where the identified over-represented term is asso-
ciated with a strong substitution rule; the system may revise
the original query to include the over-represented term
because the system has previously determined that the over-
represented term in general may improve the search quality as
suggested by the strong substitution rule association (416). In
the case where the identified over-represented term is associ-
ated with a weak substitution rule, the system may revise the
original query to include the over-represented term because
the system has determined that the over-represented term has
empirically demonstrated some significance in the search
results, and therefore may help further improve search quality
if the over-represented term is included in the revised query
(417).

Various implementations of the systems and techniques
described here may be realized in digital electronic circuitry;
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integrated circuitry, specially designed ASICs (application
specific integrated circuits), computer hardware, firmware,
software, and/or combinations thereof. These various imple-
mentations may include implementation in one or more com-
puter programs that are executable and/or interpretable on a
programmable system including at least one programmable
processor; which may be special or general purpose, coupled
to receive data and instructions from; and to transmit data and
instructions to, a storage system, at least one input device, and
at least one output device.

These computer programs (also known as programs, soft-
ware, software applications or code) include machine instruc-
tions for a programmable processor, and may be implemented
in a high-level procedural and/or object-oriented program-
ming language, and/or in assembly/machine language. As
used herein, the terms “machine-readable medium” “com-
puter-readable medium” refers to any computer program
product, apparatus and/or device (e.g., magnetic discs, optical
disks, memory, Programmable Logic Devices (PLDs)) used
to provide machine instructions and/or data to a program-
mable processor, including a machine-readable medium that
receives machine instructions as a machine-readable signal.
The term “machine-readable signal” refers to any signal used
to provide machine instructions and/or data to a program-
mable processor.

To provide for interaction with a user, the systems and
techniques described here may be implemented on a com-
puter having a display device (e.g., a CRT (cathode ray tube)
or LCD (liquid crystal display) monitor) for displaying infor-
mation to the user and a keyboard and a pointing device (e.g.,
a mouse or a trackball) by which the user may provide input
to the computer. Other kinds of devices may be used to pro-
vide for interaction with a user as well; for example, feedback
provided to the user may be any form of sensory feedback
(e.g., visual feedback, auditory feedback, or tactile feed-
back); and input from the user may be received in any form,
including acoustic, speech, or tactile input.

The systems and techniques described here may be imple-
mented in a computing system that includes a back end com-
ponent (e.g., as a data server), or that includes a middleware
component (e.g., an application server), or that includes a
front end component (e.g., a client computer having a graphi-
cal user interface or a Web browser through which a user may
interact with an implementation of the systems and tech-
niques described here), or any combination of such back end,
middleware, or front end components. The components of the
system may be interconnected by any form or medium of
digital data communication (e.g., a communication network).
Examples of communication networks include a local area
network (“LAN”), a wide area network (“WAN”), and the
Internet.

The computing system may include clients and servers. A
client and server are generally remote from each other and
typically interact through a communication network. The
relationship of client and server arises by virtue of computer
programs running on the respective computers and having a
client-server relationship to each other.

A number of embodiments have been described. Neverthe-
less, it will be understood that various modifications may be
made without departing from the spirit and scope of the
invention. In addition, the logic flows depicted in the figures
do not require the particular order shown, or sequential order,
to achieve desirable results. In addition, other steps may be
provided, or steps may be eliminated, from the described
flows, and other components may be added to, or removed
from, the described systems. Accordingly, other embodi-
ments are within the scope of the following claims.
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What is claimed is:

1. A computer-implemented method comprising:

receiving an original query that includes one or more query

terms;
determining, by one or more computers, not to apply a
weak query term substitution rule to the original query,
wherein the weak query term substitution rule identifies
a particular term as a substitute for one or more of the
query terms;
after determining not to apply the weak query term substi-
tution rule to the original query, obtaining an initial set of
search results from a text corpus of indexed resources;

determining, using the particular term’s frequency-inverse
document frequency (tf-idf) weight and by one or more
computers, that the particular term occurs in text asso-
ciated with a subset of the initial set of search results at
a higher rate than the particular term occurs in the text
corpus as a whole;

in response to determining that the particular term occurs

in text associated with the subset of the initial set of
search results at the higher rate than the particular term
occurs in the text corpus as a whole, applying the weak
query term substitution rule to the original query, to
revise the original query to include the particular term;
and

obtaining a subsequent set of search results in response to

the revised query.

2. The method of claim 1, further comprising:

providing a subset of the subsequent set of search results.

3. The method of claim 1, wherein the initial set of search
results are obtained from an initial text corpus of indexed
resources and the subsequent set of search results are
obtained from a different corpus of indexed resources.

4. The method of claim 3, wherein types of the different
corpus of indexed resources comprise one or more of text,
image, video, advertisement, and map.

5. The method of claim 1, wherein determining that the
particular term occurs in text at the higher rate further com-
prises determining that the particular term occurs in text from
one or more of titles, snippets, and resources associated with
the subset of the initial set of search results.

6. The method of claim 1, wherein the weak query term
substitution rule is associated with a low confidence score.

7. The method of claim 6, wherein the particular term is
input of the weak query term substitution rule.

8. The method of claim 1, further comprising:

modifying a confidence score of the particular term asso-

ciated with the one or more of the query terms.

9. The method of claim 1, wherein revising the original
query to include the particular term further comprises adding
the particular term and one or more logical operators to the
original query.

10. The method of claim 1, wherein revising the original
query to include the particular term further comprises replac-
ing the one or more of the query terms with the particular
term.

11. The method of claim 1, wherein determining that the
particular term occurs in text further comprises determining
that the particular term’s overall rate of occurrence in a docu-
ment referenced by the initial set of search results is higher
than the particular term’s rate of occurrence in the text corpus
as a whole.

12. The method of claim 1, wherein determining that the
particular term occurs in text associated with a subset of the
initial set of search results at the higher rate further comprises
determining that the particular term’s frequency-inverse
document frequency (tf-idf) weight is above a threshold.
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13. A non-transitory computer-readable medium storing
software having stored thereon instructions, which, when
executed by one or more computers, cause the one or more
computers to perform operations of:

receiving an original query that includes one or more query

terms;

determining not to apply a weak query term substitution

rule to the original query, wherein the weak query term
substitution rule identifies a particular term as a substi-
tute for one or more of the query terms;
after determining not to apply the weak query term substi-
tution rule to the original query, obtaining an initial set of
search results from a text corpus of indexed resources;

determining, using the particular term’s frequency-inverse
document frequency (tf-idf) weight, that the particular
term occurs in text associated with a subset of the initial
set of search results at a higher rate than the particular
term occurs in the text corpus as a whole;

in response to determining that the particular term occurs

in text associated with the subset of the initial set of
search results at the higher rate than the particular term
occurs in the text corpus as a whole, applying the weak
query term substitution rule to the original query, to
revise the original query to include the particular term;
and

obtaining a subsequent set of search results in response to

the revised query.

14. The computer-readable medium of claim 13, wherein
the operations comprise:

providing a subset of the subsequent set of search results.

15. The computer-readable medium of claim 13, wherein
the initial set of search results are obtained from an initial text
corpus of indexed resources and the subsequent set of search
results are obtained from a different corpus of indexed
resources.

16. The computer-readable medium of claim 15, wherein
types of the different corpus of indexed resources comprise
one or more of text, image, video, advertisement, and map.

17. The computer-readable medium of claim 13, wherein
determining that the particular term occurs in text at the
higher rate further comprises determining that the particular
term occurs in text from one or more of titles, snippets, and
resources associated with the subset of the initial set of search
results.

18. The computer-readable medium of claim 13, wherein
the weak query term substitution rule is associated with a low
confidence score.

19. The computer-readable medium of claim 18, wherein
the particular term is input of the weak query term substitu-
tion rule.

20. The computer-readable medium of claim 13, wherein
the operations comprise:

modifying a confidence score of the particular term asso-

ciated with the one or more of the query terms.

21. The computer-readable medium of claim 13, wherein
revising the original query to include the particular term
further comprises adding the particular term and one or more
logical operators to the original query.

22. The computer-readable medium of claim 13, wherein
revising the original query to include the particular term
further comprises replacing the one or more of the query
terms with the particular term.

23. The computer-readable medium of claim 13, wherein
determining that the particular term occurs in text further
comprises determining that the particular term’s overall rate
of occurrence in a document referenced by the initial set of
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search results is higher than the particular term’s rate of
occurrence in the text corpus as a whole.

24. The computer-readable medium of claim 13, wherein
determining that the particular term occurs in text associated
with a subset of the initial set of search results at the higher
rate further comprises determining that the particular term’s
frequency-inverse document frequency (tf-idf) weight is
above a threshold.

25. A system comprising:

one or more computers and one or more storage devices

storing instructions that are operable, when executed by
the one or computers, to cause the one or more comput-
ers to perform operations comprising:

receiving an original query that includes one or more query

terms;

determining not to apply a weak query term substitution

rule to the original query, wherein the weak query term
substitution rule identifies a particular term as a substi-
tute for one or more of the query terms;
after determining not to apply the weak query term substi-
tution rule to the original query, obtaining an initial set of
search results from a text corpus of indexed resources;

determining, using the particular term’s frequency-inverse
document frequency (tf-idf) weight, that the particular
term occurs in text associated with a subset of the initial
set of search results at a higher rate than the particular
term occurs in the text corpus as a whole;

in response to determining that the particular term occurs

in text associated with the subset of the initial set of
search results at the higher rate than the particular term
occurs in the text corpus as a whole, applying the weak
query term substitution rule to the original query, to
revise the original query to include the particular term;
and

obtaining a subsequent set of search results in response to

the revised query.

26. The system of claim 25, wherein the operations com-
prise:

providing a subset of the subsequent set of search results.
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27. The system of claim 25, wherein the initial set of search
results are obtained from an initial text corpus of indexed
resources and the subsequent set of search results are
obtained from a different corpus of indexed resources.

28. The system of claim 27, wherein types of the different
corpus of indexed resources comprise one or more of text,
image, video, advertisement, and map.

29. The system of claim 25, wherein determining that the
particular term occurs in text at the higher rate further com-
prises determining that the particular term occurs in text from
one or more of titles, snippets, and resources associated with
the subset of the initial set of search results.

30. The system of claim 25, wherein the weak query term
substitution rule is associated with a low confidence score.

31. The system of claim 30, wherein the particular term is
input of the weak query term substitution rule.

32. The system of claim 25, wherein the operations further
comprise:

modifying a confidence score of the particular term asso-

ciated with the one or more of the query terms.

33. The system of claim 25, wherein revising the original
query to include the particular term further comprises adding
the particular term and one or more logical operators to the
original query.

34. The system of claim 25, wherein revising the original
query to include the particular term further comprises replac-
ing the one or more of the query terms with the particular
term.

35. The system of claim 25, wherein determining that the
particular term occurs in text further comprises determining
that the particular term’s overall rate of occurrence in a docu-
ment referenced by the initial set of search results is higher
than the particular term’s rate of occurrence in the text corpus
as a whole.

36. The system of claim 25, wherein determining that the
particular term occurs in text associated with a subset of the
initial set of search results at the higher rate further comprises
determining that the particular term’s frequency-inverse
document frequency (tf-idf) weight is above a threshold.
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